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2.1 Introduction

In this chapter, we describe the k-means algorithm, a straightforward and widely
used clustering algorithm. Given a set of objects (records), the goal of clustering
or segmentation is to divide these objects into groups or “clusters” such that objects
within a group tend to be more similar to one another as compared to objects belonging
to different groups. In other words, clustering algorithms place similar points in the
same cluster while placing dissimilar points in different clusters. Note that, in contrast
to supervised tasks such as regression or classification where there is a notion of a
target value or class label, the objects that form the inputs to a clustering procedure
do not come with an associated target. Therefore, clustering is often referred to
as unsupervised learning. Because there is no need for labeled data, unsupervised
algorithms are suitable for many applications where labeled data is difficult to obtain.
Unsupervised tasks such as clustering are also often used to explore and characterize
the dataset before running a supervised learning task. Since clustering makes no use
of class labels, some notion of similarity must be defined based on the attributes of the
objects. The definition of similarity and the method in which points are clustered differ
based on the clustering algorithm being applied. Thus, different clustering algorithms
are suited to different types of datasets and different purposes. The “best” clustering
algorithm to use therefore depends on the application. It is not uncommon to try
several different algorithms and choose depending on which is the most useful.

21
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22 K-Means

The k-means algorithm is a simple iterative clustering algorithm that partitions
a given dataset into a user-specified number of clusters, k. The algorithm is simple
to implement and run, relatively fast, easy to adapt, and common in practice. It is
historically one of the most important algorithms in data mining.

Historically, k-means in its essential form has been discovered by several re-
searchers across different disciplines, most notably by Lloyd (1957, 1982)[16],!
Forgey (1965) [9], Friedman and Rubin (1967) [10], and McQueen (1967) [17]. A
detailed history of k-means along with descriptions of several variations are given
in Jain and Dubes [13]. Gray and Neuhoff [11] provide a nice historical background
for k-means placed in the larger context of hill-climbing algorithms.

In the rest of this chapter, we will describe how k-means works, discuss the limi-
tations of k-means, give some examples of k-means on artificial and real datasets,
and briefly discuss some extensions to the k-means algorithm. We should note that
our list of extensions to k-means is far from exhaustive, and the reader is encouraged
to continue their own research on the aspect of k-means of most interest to them.

2.2 The k-means Algorithm

The k-means algorithm applies to objects that are represented by points in a
d-dimensional vector space. Thus, it clusters a set of d-dimensional vectors, D =
{xili = 1,..., N}, where x; € i¢ denotes the ith object or “data point.” As discussed
in the introduction, k-means is a clustering algorithm that partitions D into k clus-
ters of points. That is, the k-means algorithm clusters all of the data points in D
such that each point x; falls in one and only one of the k partitions. One can keep
track of which point is in which cluster by assigning each point a cluster ID. Points
with the same cluster ID are in the same cluster, while points with different cluster
IDs are in different clusters. One can denote this with a cluster membership vector m
of length N, where m; is the cluster ID of x;.

The value of k is an input to the base algorithm. Typically, the value for & is based
on criteria such as prior knowledge of how many clusters actually appear in D, how
many clusters are desired for the current application, or the types of clusters found by
exploring/experimenting with different values of k. How k is chosen is not necessary
for understanding how k-means partitions the dataset D, and we will discuss how
to choose k when it is not prespecified in a later section.

In k-means, each of the k clusters is represented by a single point in R¢. Let us
denote this set of cluster representatives as the set C = {¢j|j = 1, ..., k}. These k
cluster representatives are also called the cluster means or cluster centroids; we will
discuss the reason for this after describing the k-means objective function.

ILloyd first described the algorithm in a 1957 Bell Labs technical report, which was finally published in
1982.
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2.2 The k-means Algorithm 23

In clustering algorithms, points are grouped by some notion of “closeness” or
“similarity.” In k-means, the default measure of closeness is the Euclidean distance.
In particular, one can readily show that k-means attempts to minimize the following
nonnegative cost function:

N
Cost="> (argmin;||x; — ¢j||3) 2.1)
i=1
In other words, k-means attempts to minimize the total squared Euclidean distance
between each point x; and its closest cluster representative ¢;. Equation 2.1 is often
referred to as the k-means objective function.

The k-means algorithm, depicted in Algorithm 2.1, clusters D in an iterative
fashion, alternating between two steps: (1) reassigning the cluster ID of all points in
D and (2) updating the cluster representatives based on the data points in each cluster.
The algorithm works as follows. First, the cluster representatives are initialized by
picking k points in 9%¢. Techniques for selecting these initial seeds include sampling
at random from the dataset, setting them as the solution of clustering a small subset
of the data, or perturbing the global mean of the data k times. In Algorithm 2.1, we
initialize by randomly picking k points. The algorithm then iterates between two steps
until convergence.

Step 1: Data assignment. Each data point is assigned to its closest centroid, with
ties broken arbitrarily. This results in a partitioning of the data.

Step 2: Relocation of “means.” Each cluster representative is relocated to the
center (i.e., arithmetic mean) of all data points assigned to it. The rationale
of this step is based on the observation that, given a set of points, the single best
representative for this set (in the sense of minimizing the sum of the squared
Euclidean distances between each point and the representative) is nothing but
the mean of the data points. This is also why the cluster representative is often
interchangeably referred to as the cluster mean or cluster centroid, and where
the algorithm gets its name from.

The algorithm converges when the assignments (and hence the ¢; values) no longer
change. One can show that the k-means objective function defined in Equation 2.1
will decrease whenever there is a change in the assignment or the relocation steps,
and convergence is guaranteed in a finite number of iterations.

Note that each iteration needs N x k comparisons, which determines the time
complexity of one iteration. The number of iterations required for convergence varies
and may depend on N, but as a first cut, k-means can be considered linear in the
dataset size. Moreover, since the comparison operation is linear in d, the algorithm is
also linear in the dimensionality of the data.

Limitations. The greedy-descent nature of k-means on a nonconvex cost im-
plies that the convergence is only to a local optimum, and indeed the algorithm
is typically quite sensitive to the initial centroid locations. In other words,
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24 K-Means

Algorithm 2.1 The k-means algorithm

Input: Dataset D, number clusters k
Output: Set of cluster representatives C, cluster membership vector m
/* Initialize cluster representatives C */
Randomly choose k data points from D
5: Use these k points as initial set of cluster representatives C
repeat
/* Data Assignment */
Reassign points in D to closest cluster mean
Update m such that m; is cluster ID of ith point in D
10:  /* Relocation of means */
Update C such that c; is mean of points in jth cluster

until convergence of objective function ZIN= ((argminj||x; — ¢ |%)

initializing the set of cluster representatives C differently can lead to very
different clusters, even on the same dataset D. A poor initialization can lead
to very poor clusters. We will see an example of this in the next section when
we look at examples of k-means applied to artificial and real data. The local
minima problem can be countered to some extent by running the algorithm
multiple times with different initial centroids and then selecting the best result,
or by doing limited local search about the converged solution. Other approaches
include methods such as those described in [14] that attempt to keep k-means
from converging to local minima. [8] also contains a list of different methods
of initialization, as well as a discussion of other limitations of k-means.

As mentioned, choosing the optimal value of k may be difficult. If one has knowledge
about the dataset, such as the number of partitions that naturally comprise the dataset,
then that knowledge can be used to choose k. Otherwise, one must use some other
criteria to choose k, thus solving the model selection problem. One naive solution
is to try several different values of k and choose the clustering which minimizes the
k-means objective function (Equation 2.1). Unfortunately, the value of the objective
function is not as informative as one would hope in this case. For example, the cost
of the optimal solution decreases with increasing k till it hits zero when the number
of clusters equals the number of distinct data points. This makes it more difficult to
use the objective function to (a) directly compare solutions with different numbers
of clusters and (b) find the optimum value of k. Thus, if the desired & is not known
in advance, one will typically run k-means with different values of k, and then use
some other, more suitable criterion to select one of the results. For example, SAS
uses the cube-clustering criterion, while X-means adds a complexity term (which
increases with k) to the original cost function (Equation 2.1) and then identifies the k
which minimizes this adjusted cost [20]. Alternatively, one can progressively increase
the number of clusters, in conjunction with a suitable stopping criterion. Bisecting
k-means [21] achieves this by first putting all the data into a single cluster, and then
recursively splitting the least compact cluster into two clusters using 2-means. The
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2.2 The k-means Algorithm 25

celebrated LBG algorithm [11] used for vector quantization doubles the number of
clusters till a suitable code-book size is obtained. Both these approaches thus alleviate
the need to know k beforehand. Many other researchers have studied this problem,
such as [18] and [12].

In addition to the above limitations, k-means suffers from several other problems
that can be understood by first noting that the problem of fitting data using a mixture
of k Gaussians with identical, isotropic covariance matrices (X = oI), where I is
the identity matrix, results in a “soft” version of k-means. More precisely, if the soft
assignments of data points to the mixture components of such a model are instead
hardened so that each data point is solely allocated to the most likely component
[3], then one obtains the k—-means algorithm. From this connection it is evident that
k-means inherently assumes that the dataset is composed of a mixture of k balls or
hyperspheres of data, and each of the k clusters corresponds to one of the mixture
components. Because of this implicit assumption, k-means will falter whenever
the data is not well described by a superposition of reasonably separated spherical
Gaussian distributions. For example, k-means will have trouble if there are non-
convex-shaped clusters in the data. This problem may be alleviated by rescaling the
data to “whiten” it before clustering, or by using a different distance measure that is
more appropriate for the dataset. For example, information-theoretic clustering uses
the KL-divergence to measure the distance between two data points representing two
discrete probability distributions. It has been recently shown that if one measures
distance by selecting any member of a very large class of divergences called Bregman
divergences during the assignment step and makes no other changes, the essential
properties of k-means, including guaranteed convergence, linear separation bound-
aries, and scalability, are retained [1]. This result makes k-means effective for a
much larger class of datasets so long as an appropriate divergence is used.

Another method of dealing with nonconvex clusters is by pairing k-means with
another algorithm. For example, one can first cluster the data into a large number of
groups using k—-means. These groups are then agglomerated into larger clusters using
single link hierarchical clustering, which can detect complex shapes. This approach
also makes the solution less sensitive to initialization, and since the hierarchical
method provides results at multiple resolutions, one does not need to worry about
choosing an exact value for k either; instead, one can simply use a large value for &
when creating the initial clusters.

The algorithm is also sensitive to the presence of outliers, since “mean” is not a
robust statistic. A preprocessing step to remove outliers can be helpful. Postprocessing
the results, for example, to eliminate small clusters, or to merge close clusters into
a large cluster, is also desirable. Ball and Hall’s ISODATA algorithm from 1967
effectively used both pre- and postprocessing on k-means.

Another potential issue is the problem of “empty” clusters [4]. When running k-
means, particularly with large values of k£ and/or when data resides in very high
dimensional space, it is possible that at some point of execution, there exists a cluster
representative c; such that all points x; in D are closer to some other cluster repre-
sentative that is not ¢ ;. When points in D are assigned to their closest cluster, the jth
cluster will have zero points assigned to it. That is, cluster j is now an empty cluster.
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26 K-Means

The standard algorithm does not guard against empty clusters, but simple extensions
(such as reinitializing the cluster representative of the empty cluster or “stealing”
some points from the largest cluster) are possible.

2.3 Available Software

Because of the k-means algorithm’s simplicity, effectiveness, and historical impor-
tance, software to run the k-means algorithm is readily available in several forms. It
is a standard feature in many popular data mining software packages. For example, it
can be found in Weka or in SAS under the FASTCLUS procedure. It is also commonly
included as add-ons to existing software. For example, several implementations of
k-means are available as parts of various toolboxes in MATLAB®. k-means is
also available in Microsoft Excel after adding XLMiner. Finally, several stand-alone
versions of k-means exist and can be easily found on the Internet.

The algorithm is also straightforward to code, and the reader is encouraged to create
their own implementation of k-means as an exercise.

6_

_96—4—202468

Figure 2.1 The artificial dataset used in our example; the data is drawn from a
mixture of four Gaussians.
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Let us first show an example of k-means on an artificial dataset to illustrate how
k-means works. We will use artificial data drawn from four 2-D Gaussians and
use a value of k = 4; the dataset is illustrated in Figure 2.1. Data drawn from a
particular Gaussian is plotted in the same color in Figure 2.1. The blue data consists
of 200 points drawn from a Gaussian with mean at (—3, —3) and covariance ma-
trix .0625 x I, where I is the identity matrix. The green data consists of 200 points
drawn from a Gaussian with mean at (3, —3) and covariance matrix I. Finally, we
have overlapping yellow and red data drawn from two nearby Gaussians. The yellow
data consists of 150 points drawn from a Gaussian with mean (—1, 2) and covariance
matrix I, while the red data consists of 150 points drawn from a Gaussian with mean
(1,2) and covariance matrix I. Despite the overlap between the red and yellow points,
one would expect k-means to do well since we do have the right value of k and the
data is generated by a mixture of spherical Gaussians, thus matching nicely with the
underlying assumptions of the algorithm.

The first step in k—-means is to initialize the cluster representatives. This is illus-
trated in Figure 2.2a, where k points in the dataset have been picked randomly. In this
figure and the following figures, the cluster means C will be represented by a large
colored circle with a black outline. The color corresponds to the cluster ID of that
particular cluster, and all points assigned to that cluster are represented as points of
the same color. These colors have no definite connection with the colors in Figure 2.1
(see Exercise 7). Since points have not been assigned cluster IDs in Figure 2.2a, they
are plotted in black.

The next step is to assign all points to their closest cluster representative; this is
illustrated in Figure 2.2b, where each point has been plotted to match the color of its
closest cluster representative. The third step in k-means is to update the k cluster
representatives to correspond to the mean of all points currently assigned to that clus-
ter. This step is illustrated in Figure 2.2c. In particular, we have plotted the old cluster
representatives with a black “X” symbol and the new, updated cluster representatives
as a large colored circle with a black outline. There is also a line connecting the old
cluster mean with the new, updated cluster mean. One can observe that the cluster
representatives have moved to reflect the current centroids of each cluster.

The k-means algorithm now iterates between two steps until convergence: reas-
signing points in D to their closest cluster representative and updating the k cluster
representatives. We have illustrated the first four iterations of k-means in Figures
2.2 and 2.3. The final clusters after convergence are shown in Figure 2.3d. Note that
this example took eight iterations to converge. Visually, however, there is little change
in the diagrams between iterations 4 and 8, and these pictures are omitted for space
reasons. As one can see by comparing Figure 2.3d with Figure 2.1, the clusters found
by k-means match well with the true, underlying distribution.

In the previous section, we mentioned that k-means is sensitive to the initial points
picked as clusters. In Figure 2 .4, we show what happens when the k representatives are
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Figure 2.2 k-means on artificial data.
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Iteration 3: Estimating cluster means Iteration 4: Assigning cluster IDs
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Figure 2.3 k-means on artificial data. (Continued from Figure 2.2.)

initialized poorly on the same artificial dataset used in Figures 2.2 and 2.3. Figures 2.4a
and ¢ show two initializations that lead to poor clusters in Figures 2.4b and d. These
results are considered poor since they do not correspond well to the true underlying
distribution.

Finally, let us examine the performance of k-means on a simple, classic bench-
mark dataset. In our example, we use the Iris dataset (available from the UCI data
mining repository), which contains 150 data points from three classes. Each class rep-
resents a different species of the Iris flower, and there are 50 points from each class.
While there are four dimensions (representing sepal width, sepal length, petal width,
and petal length), only two dimensions (petal width and petal length) are necessary
to discriminate the three classes. The Iris dataset is plotted in Figure 2.5a along the
dimensions of petal width and petal length.

In Figure 2.5b, we show an example of the k-means algorithm run on the Iris
dataset with k = 3, using only the attributes of petal width and petal length. The
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Figure 2.4 Examples of poor clustering after poor initialization; these resultant
clusters are considered “poor” in the sense that they do not match well with the true,

underlying distribution.

k-means algorithm is able to cluster the data points such that each cluster is com-
posed mostly of flowers from the same species.

2.5 Advanced Topics

In this section, we discuss some generalizations, connections, and extensions that have
been made to the k-means algorithm. However, we should note that this section is
far from exhaustive. Research on k-means has been extensive and is still active.
Instead, the goal of this section is to complement some of the previously discussed

issues regarding k-means.
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Iris Dataset Iris dataset: clusters after convergence
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Figure 2.5 (a) Iris dataset; each color is a different species of Iris; (b) Result of
k-means on Iris dataset; each color is a different cluster; note that there is not
necessarily a correspondence between colors in (a) and (b) (see Exercise 7).

As mentioned earlier, k-means is closely related to fitting a mixture of k isotropic
Gaussians to the data. Moreover, the generalization of the distance measure to all
Bregman divergences is related to fitting the data with a mixture of X components
from the exponential family of distributions. Another broad generalization is to view
the “means” as probabilistic models instead of points in R¢. Here, in the assignment
step, each data point is assigned to the model most likely to have generated it. In the
“relocation” step, the model parameters are updated to best fit the assigned datasets.
Such model-based k-means [23] allow one to cater to more complex data, for
example, sequences described by Hidden Markov models.

One can also “kernelize” k-means [5]. Though boundaries between clusters are
still linear in the implicit high-dimensional space, they can become nonlinear when
projected back to the original space, thus allowing kernel k-means to deal with
more complex clusters. Dhillon et al. [5] have shown a close connection between
kernel k-means and spectral clustering. The K-medoid [15] algorithm is similar to
k-means, except that the centroids have to belong to the dataset being clustered.
Fuzzy c-means [6] is also similar, except that it computes fuzzy membership functions
for each cluster rather than a hard one.

To deal with very large datasets, substantial effort has also gone into further speed-
ing up k-means, most notably by using kd-trees [19] or exploiting the triangular
inequality [7] to avoid comparing each data point with all the centroids during the
assignment step.

Finally, we discuss two straightforward extensions of k-means. The first is a
variant of k-means called soft k-means. In the standard k-means algorithm,
each point x; belongs to one and only one cluster.In soft k-means, this constraint
isrelaxed, and each point x; can belong to each cluster with some unknown probability.
Insoft k-means,foreach pointx;,one maintains a set of k probabilities or weights
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32 K-Means

that describe the likelihood that x; belongs to each cluster. These weights are based
on the distance of x; to each of the cluster representatives C, where the probability
that x; is from cluster j is proportional to the similarity between x; and ¢, . The cluster
representatives in this case are found by taking the expected value of the cluster mean
over all points in the dataset D.

The second extension of k—-means deals with semisupervised learning. In the intro-
duction, we made a distinction between supervised learning and unsupervised learn-
ing. In brief, supervised learning makes use of class labels while unsupervised learning
does not. The k-means algorithm is a purely unsupervised algorithm. There also
exists a category of learning algorithms called semisupervised algorithms. Semisu-
pervised learning algorithms are capable of making use of both labeled and unlabeled
data. Semisupervised learning is a useful compromise between purely supervised
methods and purely unsupervised methods. Supervised learning methods typically
require very large amounts of labeled data; semisupervised methods are useful when
very few labeled examples are available. Unsupervised learning methods, which do
not look at class labels, may learn models inappropriate for the application at hand.
When running k-means, one has no control over the final clusters that are discov-
ered; these clusters may or may not correspond well to some underlying concept
that one is interested in. For example, in Figure 2.5b, a poor initialization may have
resulted in clusters which do not correspond well to the Iris species in the dataset.
Semisupervised methods, which can take guidance in the form of labeled points, are
more likely to create clusters which correspond to a given set of class labels.

Research into semisupervised variants of k—-means include [22] and [2]. One of the
algorithms from [2] called seeded k-means is a simple extension to k-means
that uses labeled data to help initialize the value of k and the cluster representatives
C . In this approach, k is chosen to be the same as the number of classes in the labeled
data, while c; is initialized as the mean of all labeled points in the jth class. Note that,
unlike unsupervised k-means, there is now a known correspondence between the
jth cluster and the jth class. After initialization, seeded k-means iterates over
the same two steps as k-means (updating cluster memberships and updating cluster
means) until convergence.

2.6 Summary

The k-means algorithm is a simple iterative clustering algorithm that partitions a
dataset into k clusters. At its core, the algorithm works by iterating over two steps: (1)
clustering all points in the dataset based on the distance between each point and its
closest cluster representative and (2) reestimating the cluster representatives. Limita-
tions of the k-means algorithm include the sensitivity of k-means to initialization
and determining the value of k.

Despite its drawbacks, k-means remains the most widely used partitional clus-
tering algorithm in practice. The algorithm is simple, easily understandable, and
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reasonably scalable, and can be easily modified to deal with different scenarios such
as semisupervised learning or streaming data. Continual improvements and general-
izations of the basic algorithm have ensured its continued relevance and gradually
increased its effectiveness as well.

2.7 Exercises

1. Using the standard benchmark Iris dataset (available online from the UCI
dataset repository), run k-means to obtain results similar to Figure 2.5b. It is
sufficient to look at only the attributes of “petal width” and “petal length.”

What happens when one uses a value for k other than three? How do different
cluster initializations affect the final clusters? Why are these results potentially
different than the results given in Figure 2.5b?

2. Prove that the value of the k-means objective function converges when k-
means is run.

3. Describe three advantages and three disadvantages of k-means compared to
other clustering methods (e.g., agglomerative clustering).

4. Describe or plot a two-dimensional example where k-means would be un-
suitable for finding clusters.

5. In k-means, after the cluster means have converged, what is the shape of the
cluster boundaries? How is this related to Voronoi tesselations?

6. Does k-means guarantee that points within the same cluster are more similar
than points from different clusters? That is, prove or disprove that, after k-
means has converged, the squared Euclidean distance between two points in
the same cluster is always less than the squared Euclidean distance between
two points from different clusters.

7. Assume one is given a hypothetical dataset D consisting of 10 points. k-means
is run twice on this dataset. Let us denote the cluster IDs of the 10 points in D
as a vector m, where m;, the ith entry in the vector, is the cluster ID of the ith
point in D.

The cluster IDs of the 10 points from the first time k-means is run are
m!' =[1,1,1,2,2,2,3,3,3, 3], while the cluster IDs obtained from the second
run of k-means arem? = [3,3,3,1,1,1,2,2,2,2].

What is the difference between the two sets of cluster IDs? Do the actual
cluster IDs of the points in D mean anything? What does this imply when
comparing the results of different clustering algorithms? What does this imply
when comparing the results of clustering algorithms with known class labels?

8. Create your own implementation of k-means and a method of creating artifi-
cial data drawn from & Gaussian distributions. Test your code on the artificial
data and keep track of how many iterations it takes for k-means to converge.
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9.

10.

K-Means

Using the code generated in the previous exercise, plot the average distance
of each point from its cluster mean versus the number of clusters k. Is the
average distance of a point from its cluster mean a good method of automatically
determining the number of clusters k? Why or why not? What can potentially
happen when the number of clusters & is equal to the number of points in the
dataset?

Research and describe an extension to the standard k-means algorithm.
Depending on individual interests, this could include recent work on mak-
ing k-means more computationally efficient, work on extending k-means
to semisupervised learning, work on adapting other distance metrics into
k-means, or many other possibilities.
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