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Preface

In an effort to identify some of the most influential algorithms that have been widely
used in the data mining community, the IEEE International Conference on Data
Mining (ICDM, http://www.cs.uvm.edu/~icdm/) identified the top 10 algorithms in
data mining for presentation at [ICDM 06 in Hong Kong. This book presents these top
10 data mining algorithms: C4.5,k-Means, SVM, Apriori, EM, PageRank, AdaBoost,
kNN, Naive Bayes, and CART.

As the first step in the identification process, in September 2006 we invited the ACM
KDD Innovation Award and IEEE ICDM Research Contributions Award winners to
each nominate up to 10 best-known algorithms in data mining. All except one in
this distinguished set of award winners responded to our invitation. We asked each
nomination to provide the following information: (a) the algorithm name, (b) a brief
justification, and (c) a representative publication reference. We also advised that each
nominated algorithm should have been widely cited and used by other researchers
in the field, and the nominations from each nominator as a group should have a
reasonable representation of the different areas in data mining.

After the nominations in step 1, we verified each nomination for its citations on
Google Scholar in late October 2006, and removed those nominations that did not
have at least 50 citations. All remaining (18) nominations were then organized in
10 topics: association analysis, classification, clustering, statistical learning, bagging
and boosting, sequential patterns, integrated mining, rough sets, link mining, and
graph mining. For some of these 18 algorithms, such as k-means, the representative
publication was not necessarily the original paper that introduced the algorithm, but
a recent paper that highlights the importance of the technique. These representative
publications are available at the ICDM Web site (http://www.cs.uvm.edu/~icdm/
algorithms/CandidateList.shtml).

In the third step of the identification process, we had a wider involvement of the
research community. We invited the Program Committee members of KDD-06 (the
2006 ACM SIGKDD International Conference on Knowledge Discovery and Data
Mining), ICDM °06 (the 2006 IEEE International Conference on Data Mining), and
SDM 06 (the 2006 SIAM International Conference on Data Mining), as well as
the ACM KDD Innovation Award and IEEE ICDM Research Contributions Award
winners to each vote for up to 10 well-known algorithms from the 18-algorithm
candidate list. The voting results of this step were presented at the ICDM °06 panel
on Top 10 Algorithms in Data Mining.

At the ICDM ’06 panel of December 21, 2006, we also took an open vote with all
145 attendees on the top 10 algorithms from the above 18-algorithm candidate list,

vii
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viii Preface

and the top 10 algorithms from this open vote were the same as the voting results
from the above third step. The three-hour panel was organized as the last session of
the ICDM °06 conference, in parallel with seven paper presentation sessions of the
Web Intelligence (WI *06) and Intelligent Agent Technology (IAT *06) conferences
at the same location, and attracted 145 participants.

After ICDM °06, we invited the original authors and some of the panel presen-
ters of these 10 algorithms to write a journal article to provide a description of each
algorithm, discuss the impact of the algorithm, and review current and further research
on the algorithm. The journal article was published in January 2008 in Knowledge
and Information Systems [1]. This book expands upon this journal article, with a
common structure for each chapter on each algorithm, in terms of algorithm descrip-
tion, available software, illustrative examples and applications, advanced topics, and
exercises.

Each book chapter was reviewed by two independent reviewers and one of the
two book editors. Some chapters went through a major revision based on this review
before their final acceptance.

We hope the identification of the top 10 algorithms can promote data mining to
wider real-world applications, and inspire more researchers in data mining to further
explore these 10 algorithms, including their impact and new research issues. These 10
algorithms cover classification, clustering, statistical learning, association analysis,
and link mining, which are all among the most important topics in data mining research
and development, as well as for curriculum design for related data mining, machine
learning, and artificial intelligence courses.
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